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Introduction
Among different surface formulations of electromagnetic scattering problems, electric-field
integral equation (EFIE) is successfully used in the formulations of the problems involving
conducting geometries modelled by open surfaces [1]. On the other hand, EFIE usually pro-
duces ill-conditioned matrix equations that are difficult to solve iteratively [2]. Especially, as
the problem size gets larger and the dimensions of the matrix equation grow, solutions with
EFIE become extremely difficult, even when iterative techniques are used with acceleration
methods, such as the multilevel fast multipole algorithm (MLFMA) [3] for the matrix-
vector multiplications. For efficient solutions, however, it is extremely important to reduce
the number of iterations. In this paper, we show that transforming the original equations
into normal equations improves the convergence of EFIE significantly. We present the solu-
tions of EFIE by employing the least-squares QR (LSQR) algorithm [4], which corresponds
to a stable application of the conjugate gradient (CG) algorithm on the normal equations.
Despite the squaring of the condition number due to such a transformation into the normal
equations, LSQR improves the convergence rate of the iterative solutions of EFIE and per-
forms better than many other iterative algorithms that are commonly used in the literature.
In addition to LSQR, we present the accelerated convergence of the normal equations in
the context of the generalized minimal residual (GMRES) algorithm, where the memory
requirement is reduced significantly due to the the improved convergence characteristics.

Solutions of Normal Equations with MLFMA
For conducting surfaces, EFIE can be written directly from the boundary condition for the
tangential electric field as [1]

t̂ ·
∫

S

dr′J(r′) ·
(
I − ∇∇′

k2

)
g(r, r′) =

i

kη
t̂ · Ei(r) (1)

in phasor notation with the e−iwt convention. In (1), t̂ is the tangential unit vector on the
surface at the observation point r, Ei is the incident electric field, J is the electric current
induced on the surface S, k is the wavenumber, η is the characteristic impedance of free
space, and

g(r, r′) =
eikR

4πR

(
R = |r − r′|

)
(2)

denotes the free-space Green’s function. By the simultaneous discretization of the geometry
and EFIE, N × N matrix equation is obtained as

Z · a = v, (3)

where a represents the unknown coefficient vector, Z is the impedance matrix, and v
is the excitation vector. For divergence-conforming functions, such as the Rao-Wilton-
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Glisson (RWG) [5] and linear-linear (LL) [6] functions, matrix elements are derived as

Zmn =
∫

Sm

drtm(r) ·
∫

Sn

dr′g(r, r′)bn(r′)

− 1
k2

∫
Sm

dr
[
∇ · tm(r)

] ∫
Sn

dr′g(r, r′)
[
∇′ · bn(r′)

]
(4)

for each m,n = 1, 2, ..., N . In (4), bn and tm represent the set of basis and testing functions
with the spatial supports of Sn and Sm, respectively.

For the iterative solutions of (3), matrix-vector multiplications are required at each iteration.
These multiplications can be performed efficiently by the fast multipole method (FMM) as [7]

Zmn =
ik

(4π)2

∫
d2k̂F rec

Cm(k̂)TL(k, |D|, D̂ · k̂) · F rad
C′n(k̂), (5)

where k̂ is the angular direction on the unit sphere, and

TL(k, |D|, D̂ · k̂) =
L∑

l=0

il(2l + 1)h(1)
l (kD)Pl(D̂ · k̂) (6)

is the translation function written in terms of the spherical Hankel function of the first kind
h

(1)
l and the Legendre polynomial Pl. In (5), F rec

Cm and F rad
C′n represent the receiving and

radiation patterns of the mth testing and nth basis functions, respectively, with respect to
reference points C and C ′. The translation function in (6) evaluates the interaction between
the basis and testing groups that are located at C ′ and C, respectively, and separated by

D = |D|D̂ = rC − rC′ . (7)

Using a Galerkin scheme, the radiation and receiving patterns are calculated as

F rad
C′n(k̂) =

∫
Sn

dr′ exp [−ik · (r′ − rC′)](I − k̂k̂) · bn(r′) =
[
F rec

Cm(k̂)
]∗

, (8)

where the superscript ‘∗’ denotes complex conjugation. For both RWG and LL functions,
the integrals in (8) are evaluated analytically. To perform the matrix-vector multiplications
by MLFMA, the scatterer is bounded by a computational cubic box, which is divided re-
cursively into smaller boxes. This way, a tree-structure is formed, on which the calculations
in (5) are performed in a multilevel scheme. Using MLFMA, the complexity of the matrix-
vector multiplications related to an N × N dense matrix equation is reduced from O(N2)
to O(N log N) [3].

To obtain improved convergence in the iterative solutions of EFIE, we construct the normal
equations as

Z
H · Z · a =

{
Z

T }∗ · a = Z
H · v, (9)

where ‘T ’ represents the transpose operation. We note that the matrix of the normal
equation, i.e., Z

H · Z, is a Hermitian matrix. Using a Galerkin scheme, the EFIE matrix
becomes symmetric so that only the complex conjugate operation is required in (9). Then,
the original MLFMA can be employed to calculate the matrix-vector multiplications related
to the complex-conjugate matrix as

y = Z
∗ · x =

[
Z · x∗

]∗
, (10)

where only the input (x) and output (y) vectors are required to be modified. In the case
of non-Galerkin EFIE, however, transpose operation is required in (9), which can be imple-
mented carefully by reversing the steps of the ordinary MLFMA [8].
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Table 1: Solutions of the Scattering Problems Involving a Patch Geometry of Various Sizes

GMRES GMRES-NE
Size Unknowns Iters Time Memory Iters Time Memory

12λ × 12λ 49,200 620 567 sec 60 MB 254 442 sec 43 MB
18λ × 18λ 111,405 776 2566 sec 112 MB 335 2143 sec 67 MB
20λ × 20λ 137,792 793 2795 sec 138 MB 360 2408 sec 79 MB
25λ × 25λ 215,338 877 4658 sec 210 MB 413 4105 sec 117 MB
30λ × 30λ 310,383 991 6518 sec 312 MB 467 5553 sec 169 MB

Results
To show the improved convergence of EFIE by the construction of the normal equations,
we present the results of two scattering problems involving a half sphere (HS) and an open
prism (OP), as depicted in Fig. 1. The HS problem is solved at 2 GHz and 7.5 GHz, while
the OP problem is solved at 5 GHz and 16 GHz. For the lower frequencies, discretiza-
tions of the problems with about λ/10 triangulation lead to 9,911 and 11,351 unknowns
for the HS and the OP problems, respectively (“small” problems). For the higher frequen-
cies, similar discretizations with λ/10 mesh size lead to 116,596 and 127,925 unknowns
(“large” problems). We use RWG functions in a Galerkin scheme and employ a parallel
MLFMA implementation to perform the matrix-vector multiplications. For each geometry,
we solve two scattering problems involving the plane-wave excitations described in Fig. 1.
As an iterative solver, we employ the LSQR algorithm, which performs the CG solutions
of the transformed equation in (9) in an implicit and stable way. In addition to LSQR,
we also use other Krylov subspace methods that are commonly used in the literature, i.e.,
GMRES, conjugate gradient squared (CGS), biconjugate gradient (BiCG), stabilized BiCG
(BiCGSTAB), and transpose-free quasi-minimal residual (TFQMR) [9]. Fig. 2 presents the
processing time required by various iterative algorithms for the solutions of the scattering
problems. The processing times are measured on an 8-way SMP server with dual-core AMD
Opteron processors for the convergence of the residual error under 10−6. Maximum and
minimum numbers of the matrix-vector multiplications required by the iterative algorithms
are also indicated in the plots. We observe that LSQR outperforms the other iterative al-
gorithms, except for GMRES with a restart parameter of 1000. However, GMRES requires
considerably larger memory than all other algorithms. For example, for the solution of the
large HS problem, the memory requirement of GMRES is about 140 MB per processor,
while it is only 1–1.5 MB for other algorithms. Consequently, leaving the memory-hungry
GMRES aside, LSQR requires the minimum processing time and it is the most efficient
algorithm among those considered in Fig. 2

The improved convergence provided by LSQR is due to the favorable properties of the
normal equations in (9) for EFIE. To further present the benefits of the normal equations,
we solve scattering problems involving a square patch geometry with various sizes from
12λ × 12λ to 30λ × 30λ. The patch is located in the x-y plane and illuminated by a plane
wave propagating in the −z direction. Table 1 lists the number of unknowns, number of
iterations for 10−6 residual error, solution time, and the memory requirement per processor
when a no-restart GMRES algorithm is employed for the solutions. We observe that the
convergence of the normal equations (denoted by GMRES-NE) are significantly faster than
the convergence of the direct solutions of EFIE by GMRES. However, GMRES-NE requires
two matrix-vector multiplications per iterations so that the acceleration of solutions is not
as significant as the reduction in the number of iterations. On the other hand, GMRES-NE
requires considerably lower memory than the direct solution of EFIE due to the reduced
number of iterations. Reduced memory requirement is essential for the solution of large
scattering problems.
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Figure 1: Scattering problems involving a half sphere and an open prism.
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Figure 2: Processing times required by various iterative algorithms for the MLFMA solutions of
the scattering problems described in Fig. 1. Maximum and minimum numbers of the matrix-vector
multiplications are also indicated.

References
[1] A. J. Poggio and E. K. Miller, “Integral equation solutions of three-dimensional scattering

problems,” in Computer Techniques for Electromagnetics, R. Mittra, Ed. Oxford: Permagon
Press, 1973, Chap. 4.
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